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Abstract 

Non-small-cell lung cancer (NSCLC) represents approximately 80-85% of lung cancer diagnoses and is 

the leading cause of cancer-related death worldwide. Prediction of time-to-death-event is necessary 

and helpful for deducing proper treatment at early stages. In this study, we utilize a Deep Neural 

Network to learn parameters of parametric distribution from well-known probability distribution. 

This model learns complex relationships between patient’s covariates and produce individual’s 

survival curve. We discover that most of time-to-event data encounters highly imbalance in terms of 

duration (time to event occurrence). Therefore, we propose a novel loss function to tackle this 

issue. The experimental results demonstrate that our proposal achieves competitive performance 

compared to conventional methods in terms of C-index metric.   

 

1. Introduction  

Survival analysis (also called time-to-event 

analysis) is a field of statistics that widely 

used in advertisement [1], medical [2, 3] and 

industry [4]. Recently, leverage advance in deep 

learning and machine learning, researchers use 

neural network to explore and understand the 

relationships between individual’s covariates 

(e.g. staging, age, gender) to estimate 

probability of an event of interest until it 

occurs.  

Especially in medical field, survival analysis 

is applied to estimate risk to death event at 

each patient based on clinical data (or medical 

imaging data). Knowing patients have low or high 

risk to help outline road map for treatment at 

early stages. Imbalance data is also a challenge 

in machine learning field. We ideate a novel loss 

function to solve this problem. 

In this study, we propose a deep neural network 

learnt complex relationships between 

individual’s covariates and distributional 

representation of whole survival time in dataset. 

The output of model is two parameters (scale and 

shape) of a parametric distribution. Through the 

scale and shape parameters, we can generate 

individual’s survival probability curve which is 

1.0 (or 100% alive) at time zero and 

monotonically decrease to 0 over time.  

 

2. Related Work  

In this section, we review the use of 

conventional approaches. Survival analysis was 

firstly constructed and utilized by medical 
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            − =	∑ 	∗	 ∗, ∑ ∗ 	,         (7) 

Where , ,  are survival time of patient i, j 

and event of interest of patient i, respectively. 
And ,  are survival probability of patient i 

and j, respectively. 
The comparison results are shown in Table 1. 

Our proposed method achieves the best performance 

in terms of C-index with 0.7653. In addition, all 

pairwise comparisons were statistically 

significant (p < 0.05).  

 

5. Conclusion  

Survival analysis is an import and necessary 

technique in medical field to help doctors 

outline risk of death and propose proper 

strategies for patients. In this study, we 

leverage development of machine learning methods 

to estimate individual’s survival curve. The 

study results demonstrated that our method can 

estimate survival curve more accurately than 

existing methods. Further, in order to obtain 

helpful features from CT and PET images, we will 

integrate all of them to boost performance. 
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